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Single-Pixel Diffractive Network  
for Image Classification

Machine vision systems powered by artificial 
intelligence present exciting opportunities 

in autonomous vehicles, robotics, biomedicine, 
defense/security and other areas. Conventional 
systems often use lens-based cameras with 
high-pixel-count image sensors to digitize a scene, 
which is then passed to a digital processor. This 
workflow hinders throughput. Furthermore, 
high-pixel-count image sensors are not readily 
available in different parts of the electromagnetic 
spectrum, such as the infrared and THz bands.

We recently reported a single-pixel machine 
vision framework,1 based on a series of diffrac-
tive surfaces designed using deep learning, to 
perform a desired machine-learning task as the 
input light diffracts through the network of these 
spatially engineered surfaces.2 Broadband light 
illuminates the unknown object to be classified, 
and the diffractive surfaces encode the spatial 
information of the object features into the power 
spectrum of the diffracted light. A single-pixel 
detector then collects the light at the output of 
the diffractive network.

Under the system, different object types or data 
classes are uniquely assigned to different wave-
lengths. Unknown input objects are automatically 
classified all-optically, using the output spectrum 
detected through a single-pixel—that is, based 
on the maximum optical signal within the pre-
defined wavelengths that represent object types.

We demonstrated use of this frame-
work at THz wavelengths by classifying 
the images of handwritten digits using 
a single-pixel detector and three diffrac-
tive layers that were jointly optimized 
using deep learning.1 Despite using a 
single pixel, we achieved all-optical 
classification of handwritten digits with 
more than 95% accuracy based on the 
maximum spectral power at 10 distinct 
wavelengths, each assigned to one digit.

An experimental proof-of-concept 
using 3D-printed diffractive layers and a 

plasmonic nanoantenna-based THz time-domain 
spectroscopy setup showed a close agreement 
with our numerical results.1 This demonstrated 
the efficacy of these networks for all-optical 
classification of previously unseen input objects—
without the need for an image sensor-array, a 
digital processor or external power, except for 
the illumination light.

In addition to performing all-optical image 
classification, we also trained a shallow artificial 
neural network composed of two hidden layers 
(electronic) to rapidly reconstruct the images of 
unknown input objects using only the detected 
power at 10 distinct wavelengths assigned to 
represent 10 digits. Since each reconstructed 
image includes approximately 800 pixels, this 
reconstruction demonstrates a task-specific image 
decompression, following an all-optical classifi-
cation event through a single pixel.1 

This framework, in our view, could pro-
vide transformative advantages in frame 
rate, memory requirement and power con-
sumption, which are especially important for 
mobile computing applications. We believe 
that spectral encoding of spatial information 
using deep-learning-designed diffractive net-
works could enable low-latency, low-power 
and high-frame-rate machine vision systems at 
different parts of the electromagnetic spectrum 
in a resource-efficient manner. OPN

A diffractive optical network encodes the spatial information of objects into the spectrum of the 
diffracted light, to classify input objects and reconstruct their images using the output spectrum 
detected through a single-pixel.
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