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Optical fibers have the potential to carry tens 
and even hundreds of Gbits/sec of information. 

The question of how to share these large capacities 
between many users through an efficient, flexible, 

and low cost network is a challenge. Standards are now 
being proposed that wi l l decide the protocol for what 
might be called the third generation of local area and 
metropolitan area networks. This article explores 
the principal classes of protocols that permit 
efficient sharing of high-speed channels. 
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E T H E R N E T 

Perhaps the most familiar mul­
tiple-access (or shared-access) 
network is Ethernet. Users 
share in the total transmission 
capacity of the network, but 
only one station can access the 
transmission medium at any 
one time; an access protocol is 
employed to provide orderly 
and fair access to the network. 
For small periods of time, an 
individual user can exploit the 
total capacity of the shared link. 
This is in contrast to a central­
ized switch in which each user 
is connected to the switch by a 
dedicated line. 

In Ethernet (Fig. la), pack­
ets flow along the medium (co­
axial cable) in both directions 
from the point at which the 
user connects to the medium. 
A user gains control of the 
medium and may transmit for 
a period of time before relin­
quishing the medium to an­
other user. Control of the me­
dium is established during a 
contention period that is re­
lated to the time it takes for a 
signal to propagate from one 
end of the bus to the other and 
back (round-trip delay). 

As long as the contention 
period is short relative to the 
period of time that the station 
transmits, the protocol is rea­
sonably efficient. This is the 
case with Ethernet, which was 
designed to run over a coaxial 
cable at a transmission rate of 
10 Mbits/sec. Optical fibers, on 
the other hand, can transmit at 
speeds well in excess of a Gbit / 
sec, at which an Ethernet type 
protocol is no longer efficient. 
At such high speeds, typical 
messages (up to a maximum of 
about 2 kilobytes/sec) become 
short relative to the round-trip 
delay time required to resolve 
contentions. For example, con­
sider a Gbit/sec network five 
kilometers in length—a packet 
of average length 2 kilobytes 

could be transmitted in ap­
proximately one-third of the 
round-trip delay time. 

The solution to achieving 
more efficient use of the me­
dium is to permit traffic to flow 
in only one direction on the 
medium. It is then possible to 
line up packets one behind the 
other with virtually no gap be­
tween them, thus permitting 
the medium to be efficiently 
used. If unidirectional transmis­
sion is used, two broad classes 
of network topology are pos­
sible: dual buses and rings. In a 
dual bus (Fig. lb), the upper 
bus is used if a station trans­
mits information to a station on 

to provide some level of redun­
dancy, should the primary ring 
fail. Alternatively, the second 
ring can also carry traffic, so if 
one ring fails the total capacity 
of the system decreases to one 
half. Redundancy can also be 
provided for the dual bus by 
bending the buses into an open 
ring so that the ends are co-
located at one station (Fig. 1e). 
Should the bus break, the ends 
are joined and the stations on 
either side of the break form 
the new ends. 

This paper concentrates 
primarily on the dual bus,1 al­
though with just minor changes 
it is usually possible to adapt 

Figure 1. Various LAN/MAN topologies. (a) Ethernet, where energy 
flows along the bus in both directions. In both dual bus (b) and ring 
(c), energy only flows along a bus in one direction. A second ring 
may be added (d) to provide redundancy if a station or bus fails. 
Redundancy can also be added to the dual bus configuration (e). 

its right, whereas the lower bus 
is used to transmit information 
to stations on the left. In a ring 
(Fig. 1c), information is passed 
from station to station in one 
direction around the ring. A 
second ring (Fig. 1d) transmit­
ting information in the oppo­
site direction can also be added 

protocols developed for the bus 
to the ring. So let us look a little 
further at the dual bus (Fig. 2a). 
A user message produced at a 
station may be of any length 
and, for transmission, is usu­
ally broken up into a number 
of short, equal-length cells or 
frames. The stations at the ends 



F igu re 2 . (a) The d u a l bus m a y h a v e stat ions c o n n e c t p a s s i v e l y as s h o w n o n the left e n d 
of the bus (via d i r e c t i o n a l coup les ) or actively, as s h o w n on the r ight end. (b) Simplified 
structure of a f rame or cell s h o w i n g the m e d i a a c c e s s f i e ld . 

of the b u s h a v e a n a d d i t i o n a l h o u s e ­
k e e p i n g f u n c t i o n to p e r f o r m . T h e y s e n d 
t i m i n g i n f o r m a t i o n to the i n d i v i d u a l 
s ta t ions to i n d i c a t e the start o f a f i x e d -
l e n g t h s lo t i n w h i c h ce l l s o r f r a m e s m a y 
be t r a n s m i t t e d . I n a d d i t i o n , t hey m a y 
be i n v o l v e d i n o the r f u n c t i o n s r e q u i r e d 
to i m p l e m e n t a p a r t i c u l a r m u l t i p l e - a c ­
cess p r o t o c o l . If w e c o n s i d e r o p t i c a l 
t r a n s m i s s i o n m e d i a , a s ta t i on m a y at­
tach p a s s i v e l y to the b u s e s (as s h o w n 
i n s ta t ions to the lef t o f the l i ne i n F i g . 
2a) , i n w h i c h case a s m a l l a m o u n t o f 
p o w e r i s t a p p e d f r o m the b u s to r e a d 
t he i n c o m i n g p a c k e t a n d p o w e r i s 
a d d e d to the b u s to w r i t e a n e w f r a m e . 
A l t e r n a t i v e l y , the s ta t i on m a y m a k e a n 
ac t i ve a t t achmen t (s tat ions to the r i g h t 
of the l i n e i n F i g . 2a) , i n w h i c h case a 
b u s s e g m e n t i s t e r m i n a t e d at the s ta ­
t i o n a n d the s i g n a l is r egene ra ted a n d 
t r a n s m i t t e d o n the nex t b u s segmen t . 

N o t e that i f e a c h s ta t i on t r ansm i t s 
a n e q u a l a m o u n t o f t raf f ic to a l l o ther 
s ta t ions , a s ta t i on at the e n d of the l i n e 
w i l l t r a n s m i t a l l o f i ts t raf f ic o n o n e l i n e 
a n d rece ive t raf f ic o n the o ther , w h e r e a s 
a s ta t ion i n the m i d d l e o f the l i n e w o u l d 
t r ansm i t e q u a l l y o n b o t h l i nes . T h u s , i f 
w e c o n s i d e r o n e l i n e o n l y , u n d e r th i s 
a s s u m p t i o n the t ra f f ic p r o d u c e d b y a 

s ta t i on dec reases l i n e a r l y f r o m o n e e n d 
to the o ther . S i nce the o p e r a t i o n o f e a c h 
b u s o n a d u a l b u s n e t w o r k is i d e n t i c a l , 
w e w i l l c o n s i d e r the a c t i o n o f o n l y o n e 
o f the b u s e s i n w h a t f o l l o w s . W e re fer 
to the b u s c a r r y i n g the d a t a as the fo r ­
w a r d l i ne a n d the o the r b u s , w h i c h m a y 
c a r r y c o n t r o l i n f o r m a t i o n f o r the fo r ­
w a r d l i n e , as the reve rse l i ne . 

L e t u s f i rs t c o n s i d e r the des i r ab l e 
p r o p e r t i e s w e w o u l d expec t o f a m u l ­
t i p le -access p r o t o c o l a n d d i s c u s s w a y s 
to m e a s u r e i ts p e r f o r m a n c e . W e w i l l 
t h e n c o n s i d e r a n u m b e r o f p r o t o c o l s , 
s t a r t i ng w i t h s o m e v e r y s i m p l e o n e s , to 
d e v e l o p i n s i g h t i n t o w h a t m a k e s a g o o d 
p r o t o c o l . W e w i l l c o n c l u d e w i t h a c o m ­
p a r i s o n o f the p r o t o c o l s . 

CRITERIA AND PERFORMANCE 

T h e t y p i c a l c e l l o r f r a m e s t r u c t u r e 
s h o w n i n F i g u r e 2b cons i s t s of a m e d i a -
access f i e l d h a v i n g a b i t that i n d i c a t e s 
w h e t h e r a s lo t i s o c c u p i e d o r n o t ( b u s y 
b i t ) a n d o the r f i e l d s that c o n t r o l access 
to the n e t w o r k . I n a d d i t i o n , there are 
s o u r c e a n d d e s t i n a t i o n a d d r e s s f i e l d s , 
t h e n a d a t a f i e l d o r p a y l o a d , a n d f i n a l l y 
a n e r r o r d e t e c t i o n f i e l d to i n d i c a t e 
w h e t h e r o r no t the f r a m e h a s b e e n co r ­
r u p t e d . T h e f r a m e h e a d e r i s o v e r h e a d 

as far as the u s e r i s c o n c e r n e d , b u t w e 
w i l l i g n o r e th is i n c a l c u l a t i n g the ne t ­
w o r k u t i l i z a t i o n o r l o a d . T h u s , fo r a 
s lo t t ed r i n g o r d u a l b u s w e w i l l d e f i n e 
the u t i l i z a t i o n o n the s y s t e m as the f rac­
t i o n of a l l s lo ts that are f i l l e d w i t h traf­
f ic . M o s t p r o t o c o l s w i l l p e r f o r m w e l l 
u n d e r l i g h t l o a d ; that i s , f r a m e s s u b ­
m i t t e d to the n e t w o r k w i l l b e t r ansm i t ­
t ed w i t h l i t t le d e l a y . It is the p e r f o r ­
m a n c e u n d e r h e a v y l o a d a n d o v e r l o a d 
that d e t e r m i n e s h o w w e l l a p r o t o c o l 
p e r f o r m s . 

T h e c a p a c i t y o f a n e t w o r k i s the 
m a x i m u m u t i l i z a t i o n that the n e t w o r k 
c a n a c h i e v e . T h e c a p a c i t y is o f t en g i v e n 
as a m e a s u r e o f p e r f o r m a n c e ; h o w e v e r , 
i n s o m e s y s t e m s the c a p a c i t y m a y a p ­
p r o a c h " 1 " a r b i t r a r i l y c l o s e l y , t h o u g h 
the d e l a y that a f r a m e expe r i ences i n 
a c c e s s i n g the n e t w o r k c o u l d be v e r y 
la rge . A m o r e u s e f u l m e a s u r e i s the 
d e l a y that a f r a m e exper iences as a f u n c ­
t i o n o f n e t w o r k u t i l i z a t i o n . A t y p i c a l 
c u r v e o f d e l a y as a f u n c t i o n o f u t i l i z a ­
t i o n is s h o w n i n F i g u r e 3 a ; w e w i l l re ­
t u r n to th i s la ter . A l s o i m p o r t a n t i s the 
b e h a v i o r o f the n e t w o r k u n d e r o v e r ­
l o a d c o n d i t i o n s , s ince the o f f e red l o a d 
o n a t y p i c a l n e t w o r k m a y f r e q u e n t l y 
e x c e e d o n e (i.e., o v e r l o a d s i tua t ion ) fo r 
p e r i o d s o f t ime . It is des i r ab l e that a l l 
s ta t ions c o n t i n u e to o b t a i n the i r sha re 
o f the c a p a c i t y o f the n e t w o r k u n d e r 
th i s c o n d i t i o n . I d e a l l y , a s m a l l n u m b e r 
o f use rs g e n e r a t i n g a l a rge a m o u n t o f 
t ra f f ic s h o u l d be ab le to g a i n a s i g n i f i ­
can t f r a c t i o n o f the to ta l c a p a c i t y of the 
n e t w o r k , b u t at the s a m e t ime , a h e a v i l y 
l o a d e d s ta t i on s h o u l d n o t f reeze o u t 
o ther s ta t i ons w i t h less d e m a n d . 

A fa i r n e t w o r k w o u l d be one i n 
w h i c h e a c h s ta t i on rece i ves the s a m e 
q u a l i t y of se rv i ce . T h i s i s r a re l y the case 
w i t h a d u a l b u s . M o s t p r o t o c o l s w i l l 
g i v e bet ter se rv i ce to s ta t ions nea re r 
the start o f the l i n e . F a i r n e s s is n o t u s u ­
a l l y a c r i t e r i o n o f i m p o r t a n c e to a user . 
It i s m o r e i m p o r t a n t that a n e t w o r k p r o ­
v i d e the l e v e l o f se rv i ce g u a r a n t e e d b y 
the s u p p l i e r . T h i s c o u l d be d e f i n e d i n 
te rms of the a v e r a g e access d e l a y a s ta ­
t i o n expe r i ences . T h u s , i n s t e a d o f at­
t e m p t i n g to d e s i g n a fa i r n e t w o r k , i t i s 
m o r e u s e f u l to d e s i g n a n e t w o r k that 
m i n i m i z e s the a v e r a g e d e l a y e x p e r i ­
e n c e d b y the s ta t i on r e c e i v i n g the poor­
est p e r f o r m a n c e . T h e p a r t i c u l a r m o d e l 
o f t ra f f ic u s e d to test a p r o t o c o l i s a l so 
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important. Smooth traffic is much more 
easily handled than traffic that arrives 
in bursts. 

Let us look at a couple of cases to 
clarify the above points. The graph in 
Figure 3a was obtained by simulating 
the operation of a dual-bus network. 
The details of the protocol are not im­
portant at this point. The average time 
a frame waits in a queue before being 
transmitted is shown as a function of 
the network utilization. Each point in 
the figure is the result of a simulation. 
Each simulation was run for 300,000 
frames with the statistics being gath­
ered after the first 100,000 frames. The 
lower curve shows the queuing delay 
averaged over all stations. As can be 
seen, the resulting curve is quite 
smooth. The upper curve shows the av­
erage queuing delay for the station with 
the greatest queuing delay. The maxi­
mum average delay is the more useful 
measurement as it defines a guaran­
teed level of service available to any 
station. At the same time, it accounts 
for any unfairness in the system. A 
problem with using this measure is that, 
since it is an extremal statistic, the re­
sults obtained are much less smooth. 
Furthermore, the maximum average de­
lay (or worst-case average delay) will 
change with the number of the samples 
(i.e., the length of the simulation); equal 
length simulations should be used in 
comparing results. 

The effects of different types of traf­
fic are illustrated in Figure 3b. If mes­
sages are assumed to consist of one 
fixed-length segment and they arrive 
according to a Poisson distribution, the 
worst-case delay is given by the lower 
curve. The performance of the protocol 
with this type of traffic is extremely 
good; if a station could tolerate a delay 
of 200 slots (corresponding to 200 mi­
croseconds in this example), the net­
work could be operated with a load up 
to 0.94. If, however, the traffic arrives 
in bursts, the upper curve results. In 
this case, the traffic model assumes that 
messages are still arriving with a Pois­
son distribution, but that each message 
is either one frame or 16 frames in 
length. We assume that short messages 
are four times more probable than long 
messages. While this model of computer 
traffic is very simple, it is a reasonable 
starting point.2 With the same maxi­

mum tolerable delay of 200 frames, it 
would now be possible to load the net­
work to 0.80. Thus, it can be seen that 
the particular model of traffic assumed 
will greatly influence the amount of traf­
fic that a network can support. To make 
meaningful comparisons between dif­
ferent protocols, it is important to adopt 
realistic simulation parameters and to 
use the same parameters in each case. 

FOUR PROTOCOLS 
We now look at four protocols in order 
of increasing complexity and simulate 

their performance under identical con­
ditions. As before, let us assume the 
network is 5 kilometers from end to 
end (10 kilometers round trip), that it 
operates at 1 Gbit/sec, and that slots 
are 1000 bits long. Thus, expressed in 
slot-lengths the network is 50 slots long 
(assuming that signals travel at a speed 
of 0.2 km per microsecond). We also 
assume that the traffic is bursty, as de­
scribed above, and that stations are ran­
domly distributed along the length of 
the network. 

Figure 3. [a] Queuing delay vs. network utilization for the dual bus with bursty traffic 
where each station seizes the first empty slot ("no control"). The mean delay experi­
enced by all stations is small and the results obtoined are smooth compared to the 
results obtained by plotting the greatest mean delay experienced by any station (worst). 
(b) Queuing delay vs. network utilization for the dual bus with both bursty and Poisson 
traffic for the p-persistent protocol. The type of traffic greatly affects the performance. 
(c) Overload performance of three protocols. The offered load is twice as great as the 
network can carry. For DQDB and the "Simple" protocol, all stations gain good access 
to the network. With "no control," stations 30-99 are denied access. 
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Figure 3 (cont.). (d) Queuing delay vs. network utilization for the dual bus with bursty 
traffic for the "Simple" protocol. Results are shown for three different lengths: 10, 50 , 
and 2 0 0 slots round-trip delay. Performance is slightly worse for a length of 2 0 0 slots 
than for 10 and 5 0 slots. (e] Comparison of queuing delay vs. network utilization for 
the dual bus with bursty traffic for three different protocols. The performance of "Simple" 
and DQDB are similar. LOCOST is a little worse. (f) Queuing delay vs. network 
utilization for the dual bus with bursty traffic for "Simple." The queuing delay is 
expressed in units of round-trip delay. For very long networks, the delay is small relative 
to the propagation delay except at very high loads. 

No control 
Let us assume that the protocol con­
sists s imply of a l lowing each station 
wi th a frame await ing transmission to 
transmit it in the next arr iv ing empty 
slot.3 Such a protocol favors stations 
situated toward the start of a l ine since 
these stations will have the first oppor­
tunity to access a slot. However , as 
shown in Figure 3a, the protocol per­
forms wel l . The problem is that down­
stream stations will be prevented f rom 
transmitting if the offered load exceeds 
unity for any length of time. Since prac­

tical networks w i l l almost surely suffer 
periods of overload, this protocol must 
be judged inadequate. The number of 
frames transmitted by a station in over­
load (offered load = 2.0) is shown in 
Figure 3c; stations after number 29 are 
frozen out. Note, however, that the pro­
tocol has the nice property of being dis­
tance-independent, meaning that the 
performance of the protocol does not 
change w i th the length of the line. 

The pi-persistent protocol 
This protocol is also simple to describe: 4 

a station w i th a frame to transmit w i l l 
transmit in an empty slot w i th a prob­
abil ity p., where the subscript denotes 
the number of the station. It is possible 
to calculate Pi such that the average 
queuing delays experienced at each sta­
tion are equal ized. 4 The consequence is 
that al l stations (except the second to 
last and the last) a l low some empty 
slots to pass, g iv ing downstream sta­
tions the opportunity to transmit. The 
queuing delay under steady-state con­
ditions is shown in Figure 3b. The queu­
ing delay is very similar to the results 
obtained wi th the "no contro l" proto­
col and, in overload conditions, stations 
w i l l be able to transmit frames in pro­
port ion to their generated traffic. 

The calculat ion of the op t imum p. 
is s imple, but it does require know l ­
edge of the load generated by other 
stations, and , of course, loads w i l l 
change dynamical ly . The Pi can be cal­
culated dynamica l ly by observing the 
traffic f rom each station on the reverse 
l ine, 5 but for the dual-bus topology this 
w i l l require more than just reflecting 
the busy-bit on the reverse l ine (refer 
to the next protocol). The address of 
the source station w o u l d also be re­
quired. This protocol is also distance 
independent. 

The "Simple" protocol 
O n a global level this protocol operates 
in cycles: 1 when a cycle starts, stations 
transmit as many frames as they have 
queued, up to a max imum, and then a 
restart mechanism operates to begin a 
new cycle. This protocol requires the 
addi t ion of another control bit in the 
access field besides the busy-bit (B). This 
addit ional bit is referred to as the busy 
prime bit (B') and is generated by the 
last station by copying the value of B in 
an arr iv ing frame on the forward line 
into the B' f ield on the next departing 
frame on the reverse line (see F ig. 2b). 
Thus, an end-of-cycle is indicated by 
an empty slot arr iv ing at the end sta­
tion (B = 0). This indication is propa­
gated back to al l stations by means of 
the reverse l ine, us ing the B' = 0. 

The protocol for a station consists 
of monitor ing the reverse line for the 
first occurrence of a B' that is set to 
zero. The station then sets a counter 
(the " P " counter) to a value of P m a χ , the 
max imum number of frames a station 
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is permitted to send in a cycle. It then 
continues to transmit frames until P 
max 

frames have been transmitted or an­
other B' = 0 is encountered. In this 
case, the counter is reset to P max and the 
cycle starts again. The best value of P m a x 

wi l l depend on the length of the line 
and the number of stations, but only 
weakly. For the conditions assumed for 
our simulations, a value of Pmax = 16 is 
appropriate. Values of 8 or 32 reduce 
performance only marginal ly. 

The protocol becomes less efficient 
as the length of the line increases be­
cause of the time taken for an empty 
frame to propagate down one line and 
return as a B' = 0 frame on the reverse 
line. For stations close to the down­
stream end of the line, this per iod is 
short; for stations close to the start of 
the l ine, the per iod approaches the 
round-trip delay time. Some frames w i l l 
be transmitted dur ing this per iod by 
newly arr iving traffic at stations that 
have not exhausted their frame alloca­
tion for that cycle. Figure 3d shows the 
performance of the "s imp le " protocol 
for batch traffic under three different 
round-trip delays: 20 slots, 50 slots, and 
200 slots (corresponding to a round-
trip length of 40 km). A s wou ld be ex­
pected, the performance at 200 slots 
round-tr ip is slightly worse than at 20 
or 50 slots round-tr ip. In overload, al l 
stations continue to gain access to the 
network (Fig. 3c) and, as the overload 
increases, the amount of traffic trans­
mi t ted by each stat ion approaches 
equality. Should the number of users 
suddenly drop to a few, they w i l l not 
succeed in exploit ing al l the available 
capacity. The protocol has been modi ­
fied to overcome this problem. 6 

The distributed queue 
dual-bus (DQDB) protocol 
The D Q D B protocol 7 also requires an 
addit ional one bit f ield i n the access 
f ield of the frame and is referred to as 
the "request bit." Consider a frame of a 
message that has arr ived at the head of 
a queue and is ready to be transmitted. 
The station sets the request bit to one in 
the access f ield of the next arr iv ing slot 
on the reverse line of the dual-bus. This 
request travels upstream and incre­
ments a counter in each station (referred 
to as the "request counter"). A t the same 
time, this counter is being decremented 

every time an empty slot passes a sta­
t ion on the forward line. Thus, the re­
quest counter can be thought of as mea­
suring the number of downstream sta­
tions w i th one or more frames to trans­
mit for wh ich an empty slot on the for­
ward line has not been allocated (the 
request counter can not be less than 
zero). A s the station sets the request bit 
on the reverse l ine, the count on the 
request counter is t ransmit ted to a 
count-down counter and the request 
counter is then reset and begins again 
counting newly arr iv ing requests. The 
station then al lows a number of empty 
packets to pass the station equal to the 
value of the count-down counter. The 
frame can then be transmitted and the 
cycle is repeated for the next frame. 

If it were not for the delay experi­
enced by frames traveling on the net­
work, the above described mechanism 
w o u l d dictate that frames arr iv ing at 
al l stations are transmitted i n the order 
i n wh i ch they arrive at the head of 
queue—thus, the not ion of a distrib­
uted queue. The protocol works effi­
ciently under most conditions (Fig. 3e). 
However , when there are a smal l num­
ber of users, such as two or three, the 
capacity seized by each user can vary 
greatly depending upon the length of 
l ine between the users and the t iming 
of the service requests by the users. A 
technique for overcoming this def i ­
ciency has been proposed, called "band­
w id th balancing." 8 (Since it is similar to 
the protocol in the next section, it w i l l 
not be described.) Another prob lem 
w i th the protocol is that a single station 
w i th a very large load can severely de­
grade the performance of other sta­
tions. 9 The protocol works we l l under 
overload conditions behaving simi lar ly 
to the "S imp le " (Fig. 3c). This protocol 
is also distance independent. 

Load controlled scheduling 
of traffic (LOCOST)11 

A s w i th the "Simple," the busy-bit on 
the forward line is echoed on the re­
verse line as B' . This enables a station 
anywhere on the line to measure the 
total traffic on the forward l ine by ob­
serving B' on the reverse line. Each sta­
t ion then adjusts the rate at wh ich it 
transmits traffic on the forward l ine, 
based on the measured ut i l izat ion, so 
as to ho ld the ut i l izat ion at some target 

value. The algori thm used to adjust the 
transmission rate in response to the 
measured ut i l izat ion should respond 
quickly to load changes, but at the same 
time be stable. The protocol requires 
some unused capacity to operate. In 
practice, a target ut i l izat ion of 0.95 is 
achievable and the target can be held 
wi th in a couple of percent rms if the 
offered load is large enough to consis­
tently exceed the target uti l ization. The 
performance is shown in Figure 3e and 
is very similar to the other protocols. It 
behaves we l l under overload condi­
tions. When only one or two stations 
are active, the algorithm w i l l adapt to 
permit them to seize most of the avai l ­
able capacity. 

The speed wi th wh ich the algo­
r i thm can adapt to a rapid change in 
load is important. Simulat ions show 
that a new quiescent state is achieved 
in a worst-case time of 10-15 round-
trip delays. The control algorithm can 
be adjusted to distribute the total ca­
pacity between stations in an arbitrary 
manner. In addit ion, capacity can be 
allocated between different classes of 
traffic (e.g., data, v ideo, voice) if a sepa­
rate code is used in the access f ield for 
each class. Thus, the capacity of a l ink 
can be allocated between different types 
of traffic or classes of use in a flexible 
manner. 1 0 

P E R S P E C T I V E O N T H E P R O T O C O L S 

We have described four rather differ­
ent multiple-access protocols for high­
speed networks. Let us compare and 
contrast their performance. 

1. A l l schemes have similar and very 
adequate delay performance. The p.-
persistent and L O C O S T protocols are 
marginal ly worse than the simple and 
D Q D B . 
2. Of the four protocols, the Simple is 
the only one that has distance-depen­
dent performance. U p to a length of 
about 200 slots, even this protocol 
shows little change. A s the line length 
increases beyond 200 slots, the propa­
gation delay starts to exceed the queu­
ing delay so that queuing delay be­
comes less and less important. This is 
i l lustrated in Figure 3f, where delay in 
units of round-t r ip delay is plotted 
against ut i l ization. For a length of 2000 
slots (400 km) and for a uti l ization of 
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up to 0.8, el iminating access delay alto­
gether wou ld have little effect as it is 
small relative to the round-tr ip delay. 
3. There is some advantage in having 
bursts of frames or cells f rom one mes­
sage transmitted in a batch—reassem­
bly of the packet is somewhat s impl i ­
f ied. None of the four protocols can 
guarantee that the frames are transmit­
ted contiguously. One way to achieve 
this is to use a cycl ing protocol l ike 
Fasnet 1, but this protocol is more dis­
tance-dependent. For example, for a 
round-trip delay of 50 slots the maxi­
m u m load wou ld be 0.7 if a max imum 
delay of 200 slots were tolerated. 

4. A t very h igh speeds, there is an added 
incentive to keep the protocol simple to 
simpli fy the implementation. A simple 
protocol can also lead to s impl i f ied 
management and control. None of the 
protocols described is complex. Simple 
and D Q D B can be easily implemented 
in dedicated logic. Both pi-persistent 
and L O C O S T require periodic calcula­
tions, but this need only be performed 
in microseconds rather than nanosec­
onds. 
5. Provisions for h igh prior i ty or isoch­
ronous traffic can be built into al l of the 
above protocols (e.g., see Ref. 1). Prior­
ity classes are perhaps most easily ac­
commodated in L O C O S T because sta­
tions are measuring and control l ing the 
transmitted traffic directly. 

In this short article it is not pos­

sible to cover al l classes of protocols. 
Two other classes are central-reserva­
t i on schemes and bu f fe r - inser t ion 
schemes. Central reservation provides 
h igh uti l ization and a lot of flexibil ity. 
The downside is that the protocols are 
more complex and greater latency oc­
curs due to the reservation and central 
scheduling process. 

In the schemes described above, 
once slots are written into they are not 
reused. Ut i l izat ion can be significantly 
increased by reusing slots after they 
have reached their destination. For a 
uniform distribution of traffic, this tech­
nique typical ly doubles the capacity of 
the l ine; w i th a bidirectional r ing, the 
capacity can be quadrupled. Buffer-in­
sertion schemes typical ly employ reuse 
of a slot or packet and consequently 
they are very efficient. They also per­
mit slots f rom a station to be transmit­
ted in a burst, or variable-length mes­
sages can be transmitted. They are more 
expensive to implement and control 
since each station must now be pre­
pared to buffer a frame or a max imum-
length packet. 

TOWARD THIRD GENERATION NET­

WORKS 

First generation L A N s work ing in the 
10 Mb i t / sec range are now wide ly de­
p loyed and we are on the threshold of 
the second generat ion of L A N and 
W A N evolut ion in the form of FDDI 

and D Q D B operating in the 100 M b i t / 
sec range. The third generation of L A N s 
and W A N s , operating in the Gb i t / sec 
range, is now being contemplated by 
standards bodies, and protocols l ike 
those described i n this paper form the 
basis of these deliberations. A t these 
speeds, widespread deployment of f i ­
ber for the delivery of the service w i l l 
be mandatory. M a n y factors outside of 
the protocol w i l l determine the appro­
priate system. Such factors include reli­
abil i ty, ease of fault location and isola­
tion, ability to support mult i -media ser­
v ices, scalabi l i ty f rom l o w to h igh 
speeds, scalability i n number of users, 
and cost. These factors w i l l be blended 
w i th performance considerat ions i n 
deciding the next and future genera­
tions of L A N s and W A N s . 

JOHN o . LIMB is a laboratory director with 
Hewlett-Packard Laboratories, Palo Alto, 
Calif. 
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